**Neural networks**

**Softmax:**

Softmax is the function used to generate a probability function over all possible outputs in a classifier. For example, using the MNIST data, a Softmax output will have ten neurons each corresponding to the output number from 0 -9. The value of the neuron will be the probability that the input image is the corresponding number. This is done using the function
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**Cross Entropy Cost**
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**Transfer Learning**

Transfer Learning in neural networks is where an existing network model is taken that is designed for a similar problem to the one you’re solving, and the later layers are retrained, sometimes only the final layer.

For example take a CNN that is trained to classify images of a large variety of objects (say 10000). The first layer will perform edge detection and the second layer will extract other features and so on until the bottleneck (second to last layer) which will provide a unique set of values for an image that the final layer will use to classify it. If we feed an image through the trained model of an object that is not part of the classifier, say a hairbrush, the output layer will be meaningless. However the network is still trained to extract useful features from an image so the bottleneck will still likely provide a set of distinguishing values for that image. This means that to classify images of hairbrushes as well, there is no need to retrain the whole model. Instead one can simply add images of hairbrushes to the training data and retrain just the final layer so that it has an extra output neuron corresponding to a hairbrush.

To do this one first takes a trained model. From this trained model, discard the final layer and replace it with an untrained output layer with the correct number of outputs for your problem. Training will involve several epochs whereby each image is fed through the entire network before the final layer weights are updated. This will happen several times and the feedforward step will take time. To shorten this process, one can feed the training data through the network once to calculate the bottleneck values for each image and store them on disk with the labels i.e. replace the images with the bottleneck values. The training then condenses into a case of training a simple fully connected network where we input the bottleneck values and train of the corresponding label.