**Neural networks**

**Softmax:**

Softmax is the function used to generate a probability function over all possible outputs in a classifier. For example, using the MNIST data, a Softmax output will have ten neurons each corresponding to the output number from 0 -9. The value of the neuron will be the probability that the input image is the corresponding number. This is done using the function
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**Cross Entropy Cost**

Cross entropy cost is one way in which a neural network can evaluate how bad the predicted probability distribution of a model ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///x8OCr4AAAoAAAAAAAQAAAAtAQAACAAAADIK4AERAQEAAABp3xwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////iw0KJAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABXgABAAAAed8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA9wgGKAAAACgD8DWY9wgGKAAAAAAB47xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) is compared to the true distribution ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////wNCrkAAAoAAAAAAAQAAAAtAQAACAAAADIK4AFiAQEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////hAsKQAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABXgABAAAAeYQcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///4kMCnkAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAARcBAQAAACcACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A7cIBigAAAAoA/wVm7cIBigABAAAAeO8ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Using the MNIST example again, ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///x8OCr4AAAoAAAAAAAQAAAAtAQAACAAAADIK4AERAQEAAABp3xwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////iw0KJAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABXgABAAAAed8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA9wgGKAAAACgD8DWY9wgGKAAAAAAB47xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) will be the probability of the input image being the number ![](data:image/x-wmf;base64,183GmgAAAAAAAOAAoAEFCQAAAABUXwEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHgABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///8cNCtIAAAoAAAAAAAQAAAAtAQAACAAAADIKQAEuAAEAAABpAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAADCAYoAAAAKAD4NZoPCAYoA/////3jvGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) and ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////wNCrkAAAoAAAAAAAQAAAAtAQAACAAAADIK4AFiAQEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////hAsKQAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABXgABAAAAeYQcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///4kMCnkAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAARcBAQAAACcACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A7cIBigAAAAoA/wVm7cIBigABAAAAeO8ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) will be the one hot vector with a 1 at the index of the true value. The cross-entropy cost function is defined by the equation
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